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Abstract

This paper deals with a numerical solution of an incompressible Navier-Stokes flow on non-uniform domains. The numerical solution procedure comprises the Meshless Local Strong Form Method for spatial discretization, explicit time stepping, local pressure-velocity coupling and an algorithm for positioning of computational nodes inspired by Smoothed Particles Hydrodynamics method. The presented numerical approach is demonstrated by solving a lid driven cavity flow and backward facing step problems, first on regular nodal distributions up to 315844 (562x562) nodes and then on domain filled with randomly generated obstacles. It is demonstrated that the presented solution procedure is accurate, stable, convergent, and it can effectively solve the fluid flow problem on complex geometries. The results are presented in terms of velocity profiles, convergence plots, and stability analyses.
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1 Introduction

Computational fluid dynamics (CFD) is a field of a great interest among researchers in many fields of science, e.g. studying mathematical fundaments of numerical methods, developing novel physical models, improving computer implementations, and many others. Pushing the limits of all the involved fields of science helps community to deepen the understanding of several natural and technological phenomena. Weather forecast, ocean dynamics, water transport, casting, various energetic studies, etc., are just few examples where fluid dynamics plays a crucial role. The core problem of the CFD is solving the Navier-Stokes Equation [1] or its variants, e.g. Darcy or Brinkman equation for flow in porous media. This paper
focuses on a solution of the Navier-Stokes equation in a randomly generated domain with a local numerical approach.

Usually, numerical methods such as the Finite Volume Method (FVM), Finite Difference Method (FDM), or the Finite Element Method (FEM) are typically used for solving fluid flow problems. Although classical methods, especially FEM, offer several advanced features, the meshing of realistic domains still remains one of the most cumbersome and time-demanding step in the entire numerical solution process, since it often involves a significant user's assistance. In past few years the coupling of Computer Aided Design (CAD) and FEM analysis [2] alleviates that burning problem. The approach is also referred to as an isogeometric analysis and is focused on integration of FEM into conventional Non-Uniform Rational Basis Splines (NURBS) based CAD environments. On the other hand, the most intuitive and straightforward to implement is definitely the FDM approach that performs excellent as long as the treated domain can be described with an equidistant orthogonal mesh, which unfortunately covers only limited spectra of problems.

A promising alternative is a class of meshless methods (MM) that are based on scattered discretization nodes. MMs originate in the seventies with Smoothed Particles Hydrodynamics (SPH) [3] and develop further with the Diffuse Element Method (DEM), the Meshless Petrov-Galerkin method (MPG), the Element Free Galerkin method (EFG), etc. [4]. The SPH, an Eulerian kernel based approximation method, is an effective tool for simulations of problems where mesh-based method fail, for example breaking waves, gas problems and many more. However, SPH suffers from inconsistency due to the combination of Eulerian kernel and Lagrangian description of motion. The more consistent particle method with Lagrangian kernels has been later introduced for solution of solid mechanics problems [5].

In this paper, one of the simplest class of MMs, Meshless Local Strong Form Method (MLSM), a generalization of methods which are in literature also known as Diffuse Approximate Method (DAM) [6], Local Radial Basis Function Collocation Methods (LRBFCM) [7], Generalized FDM [8], Collocated discrete least squares (CDLS) meshless [9], etc., is used. Although each of the named methods poses some unique properties, the basic concept of all local strong form methods is similar, namely, to approximate treated fields with nodal trial functions over the local support domain. The nodal trial function is then used to evaluate various operators, e.g. derivation, integration, and after all, approximation of a considered field in arbitrary position. The MLSM could easily be understood as a meshless generalization of the FDM, however much more powerful. The MLSM has an
ambition to avoid using pre-defined relations between nodes and shift this task into the solution procedure. The final goal of such an approach is higher flexibility in complex domains, moving boundaries and nodal adaptivity.

There are several publications regarding adaptive MM. The h-refinement, i.e. the adaptivity in terms of adding and/or removing nodes on/from the domain has been demonstrated with the global Radial Basis Function Collocation Method [10] in solution of nearly singular Partial Differential Equations (PDE), as well as local MMs in solution of coupled Burgers’ equation [11] and torsion problem [12]. The meshless r-refinement approach, where the positions of the nodes are adjusted to obtain an optimal approximation with the total number of the nodes unchanged, has been demonstrated in solution of phase field model [13]. In general, the meshless adaptivity has been thoroughly demonstrated in crack propagation problems [14-17]. An important part of the adaptivity is the error estimate that determines the nodal density that has been discussed in [11, 18].

Although the meshless methods do not require any topological relations between nodes and even randomly distributed nodes could be used [19], it is well-known that using regularly distributed nodes leads to more accurate and more stable results [20-22], which is also confirmed in this paper. Therefore, despite meshless seeming robustness regarding the nodal distribution, a certain effort has to be invested into the positioning of the nodes and this paper, to some extent, deals with this problem.

The rest of the paper is organized as follows; in section 2 the MLSM principle is explained, in section 3 the lid driven cavity and backward facing step problems together with base elements of the solution procedure are presented, section 4 is focused on discussion of results, and finally, paper offers some conclusions and guidelines for future work in last section.

This paper is extension of results presented on Ninth International Conference on Engineering Computational Technology [23].

2 Numerical methodology

2.1 Meshless Local Strong Form Methods (MLSM)

The core of MLSM presented in this paper is a local approximation of a considered field over the overlapping local support domains, i.e. in each node a considered field is approximated over a small local sub-set of neighbouring \( N_x \) nodes. The trial function is thus introduced as
\[ \theta(p) = \sum_{n=1}^{N_b} \alpha_n \Psi_n(p), \] (1)

with \( N_b, \alpha_n, \Psi_n(p), p(x,y) \) standing for the number of basis functions, approximation coefficients, basis functions and the position vector, respectively. The type of approximation, the size of support domain, and the type and number of basis function can be general.

Although the selection of basis function \( \Psi_n \) is general, several researchers follow the results from Franke's analysis \[24\] and use Hardy’s Multiquadrics, however in this work the monomials are used based on the results presented in \[25\]. The goal here is to solve a Navier-Stokes equation, i.e. a second order PDE, and to obtain non-trivial first and second derivatives a minimal basis of five monomials \((1, p_x, p_y, p_x^2, p_y^2)\) is used. Therefore, to determine corresponding coefficients at least five support nodes are required. In such setup, i.e. support domain size is the same as the number of basis functions \(N_s = N_B\), the determination of coefficients \(\alpha_n\) simplifies to solving a system of linear equations that results from expressing eq. (1) in all support nodes. The system can be written in vector form as

\[ \theta = \Psi \alpha, \] (2)

where \( \theta \) stand for field values in support nodes, \( \Psi \) basis matrix \((\Psi_{ij} = \Psi_i(p_j))\) and \( \alpha \) vector of coefficients. The LRBFCM that has been recently used in various problems \[26, 27\] uses such collocation on different sizes of support domain, depending on the problem tackled.

If the number of support nodes is higher than the number of basis functions \(N_s > N_B\) Weighted Least Squares (WLS) approximation is used to solve over-determined system (2), again, constructed by expressing (1) in all support nodes. An example of such approach is DAM \[6\] that was originally formulated to solve fluid flow in porous media. DAM uses six monomials for basis and nine nodded support domains to evaluate first and second derivatives of physical fields required to solve problem at hand. Note that WLS with a Gaussian weighting

\[ W(p) = \exp \left( - \left( \frac{||p||}{\sigma p_{\text{min}}} \right)^2 \right) \] (3)

is used, where \(\sigma\) stands for weight parameter and \(p_{\text{min}}\) for the distance to the first support domain node.

Our goal is to apply partial operator on a considered field
\[ L\theta(p) = \sum_{n=1}^{N}\alpha_n L\Psi_n(p), \]  

(4)

where \( L \) stands for general differential operator. Considering equation (4) by using explicit computation of approximation coefficients \( \alpha = \Psi^{-1}\theta \) results in

\[ L\theta(p) = \sum_{n=1}^{N} \left( \sum_{m=1}^{N} \Psi^{-1}_{nm} \theta_m \right) L\Psi_n(p). \]  

(5)

Using merely few summation rules the Equation (5) can be rewritten in a more convenient form

\[ L\theta(p) = \sum_{m=1}^{N} \chi^L_m(p)\theta(p_m), \]  

(6)

where the shape function \( \chi^L_m \) is introduced as

\[ \chi^L_m(p) = \sum_{n=1}^{N} \Psi^{-1}_{nm} L\Psi_n(p), \]  

(7)

with \( \Psi^{-1} \) standing for inverse/pseudo inverse of the approximation system matrix.

The presented formulation is convenient for implementation since most of the complex operations are performed only when nodal topology changes, i.e. when the system (2) has to be re-evaluated. In the main simulation, the pre-computed shape functions are then convoluted with the vector of values in the support to evaluate the desired operator, refer to Equation (16) for example. The presented MLSM approach is even easier to handle than the FDM, however despite its simplicity it offers many possibilities for treating challenging cases, e.g. nodal adaptivity to address regions with sharp discontinuities or p-adaptivity to treat obscure anomalies in physical field. The stability versus computation complexity and accuracy can be regulated simply by changing number of support nodes, etc. All these features can be controlled on the fly during the simulation.

2.2 Positioning of computational nodes

To construct stable and reliable shape functions the matrix \( \Psi \) has to be well-conditioned. To achieve that, the support domains need to be non-degenerated [28], i.e. the distances between support nodes have to be balanced. Naturally, this condition is fulfilled in regular nodal distributions, but when working with complex geometries, the nodes have to be positioned accordingly. There are different algorithms designed to optimally fill the domain with different shapes [29, 30]. However, in this paper the intrinsic feature of the MLSM is used to take care of that
problem. The goal is to minimize the overall support domain degeneration in order to attain stable numerical solution. In other words, a global optimization problem with the overall deformation of the local support domains acting as the cost function is tackled. The quality of the nodal distribution is measured as

$$C = \frac{\min(d)}{\max(d)},$$

(8)

where \(d\) stands for vector of distances between each node at its closest neighbour. We seek the global minimum by a local iterative approach. In each iteration, the computational nodes are translated according to the local derivative of the weight function

$$\delta p(p) = -\sigma \sum_{n=1}^{N_s} \nabla W(p - p_n),$$

(9)

where \(\delta p, p_n\) and \(\sigma\) stand for the offset of the node, position of \(n\)-th support node and relaxation parameter, respectively. After offsets in all nodes are computed, the nodes are repositioned as

$$p \leftarrow p + \delta p(p).$$

(10)

Presented iterative process procedure begins with positioning of boundary nodes, which is considered as the definition of the domain, and then followed by the positioning of internal nodes according to the equations (9) and (10). In Figure 1 the example of domain generated with presented procedure is demonstrated on rectangular domain filled with 90 randomly generated circular obstacles. The quality of nodal distribution in Figure 1 is \(C=0.75\). Note that quality of uniform nodal distribution is \(C=1.00\). Besides nodes few support domains of different sizes are also presented.
Figure 1: Distribution of nodes within a randomly generated domain. The example support domains nodes are marked with red circles.

2.3 Numerical examples

The presented numerical approach is first tested on a lid driven cavity problem that stands for a standard benchmark test for validation of the fluid flow solvers. It has been proposed in 1982 [31] and since then solved by many researchers with wide spectras of different numerical methods. The test is still widely studied and used for validation of novel methods and numerical principles, for example, recently for adaptive Finite-Volume Method [32] as well as meshless methods [33-35]. The problem is governed by following equations

\[ \nabla \cdot \mathbf{v} = 0, \]

\[ \frac{\partial \mathbf{v}}{\partial t} + \nabla \cdot (\mathbf{v} \mathbf{v}) = -\nabla P + \frac{1}{\text{Re}} \nabla^2 \mathbf{v} \]

where \( \mathbf{v}, t, P, \) and \( \text{Re} \) stand for dimensionless velocity, time, pressure, and Reynolds number, respectively. Non-permeable and no-slip velocity boundaries are assumed. The lid velocity is set to 1 and initial pressure and velocity are set to zero. Problem is schematically presented in Figure 2.
In addition to the lid driven cavity a Backward-Facing Step problem [36] is tackled to increase the confidence in the presented MLSM approach. The case is also used as a standard benchmark test [36], where the model (11) (12) is solved on an open domain with prescribed inlet velocity

\[ v_x(p_y) = \frac{3}{2} \left( 1 - \frac{p_y - 0.75}{0.25} \right)^2. \] (13)

The Neumann boundary conditions for velocity components are prescribed at the outlet boundary. The problem is schematically presented in Figure 3.

The well-known problem of solving a problem at hand is a pressure-velocity coupling. There are different approaches towards coupling equations (11) and (12) [1, 37]. In general, one solves a Poisson pressure or pressure correction equation [1]. In this work the local approach is preferred. A possible way to complete the task is to use the false time transient method [38] for solving a Poisson equation. An artificial time dependency is added to the Poisson equation in order to transform it to a parabolic equation that can be solved locally through explicit stepping. Another approach is to use Artificial Compressibility Method (ACM) that has been recently under intense research [39]. Although basic assumptions seem different, both
approaches lead to the same coupling. With the explicit temporal discretization the problems is formulated as

$$\mathbf{\hat{v}} = \mathbf{v}_0 + \Delta t \left( -\nabla P_0 + \frac{1}{\text{Re}} \nabla^2 \mathbf{v}_0 - \nabla \cdot (\mathbf{v}_0 \mathbf{v}_0) \right) \quad (14)$$

$$P = P_0 - \varphi \Delta t_f \nabla \mathbf{\hat{v}} + \varphi \Delta t_f \Delta t \nabla^2 \tilde{P}_0 , \quad (15)$$

where \(\mathbf{\hat{v}}\), \(\Delta t\), \(\varphi\), \(\Delta t_f\) and \(P\) stand for intermediate velocity, time step, relaxation parameter, artificial time step, and pressure respectively, and \(\mathbf{v}_0\) and \(P_0\) stand for velocity and pressure from previous time step. First, the intermediate velocity is computed from previous time step (14). Second, the velocity is driven towards solenoidal field by correcting the pressure (15). Note that no special boundary conditions for pressure are used, i.e. the pressure on boundaries is computed with the same approach as in the interior of the domain. In general, the internal iteration with an artificial time step is required until the divergence of the velocity field is not below required criteria. However, if one is interested only in a steady-state solution, the internal iteration can be skipped and \(\Delta t\) equals \(\Delta t_f\). Without internal stepping the transient of the solution is distorted by artificial compressibility effect. This approach is also known as ACM with Characteristics-based discretization of continuity equation, where the relaxation parameter relates to the artificial speed of sound [40].

The most computationally demanding parts of the code are the spatial loops, i.e. computation of new velocity and pressure correction. Spatial loops are incorporated into the temporal loop and additionally into pressure-pressure-velocity coupling iteration loop, when dealing with transient problems. In each spatial loop one equation is computed. Each equation comprises different partial differential operations that are evaluated as a convolution of the corresponding shape functions and support domain values of the treated field. For example, a new iteration of pressure (15) is computed as

$$P(\mathbf{p}_n) = P_0(\mathbf{p}_n) - \varphi \Delta t_f \left[ \sum_{m=1}^{N_v} \chi_m^{\hat{v}} v_x(\mathbf{p}_m) + \sum_{m=1}^{N_v} \chi_m^{\hat{v}} v_y(\mathbf{p}_m) \right] + \varphi \Delta t_f \Delta t \sum_{m=1}^{N_v} \chi_m^{\hat{v}} P_0(\mathbf{p}_m) \quad (16)$$

The computation takes place in all nodes. The \(\chi^{\hat{v}}\) and \(\chi^{\hat{v}}x, y\) stand for pre-computed shape functions and its derivatives, refer to equation (7). The computation of velocity field follows the same principles.
3 Results of numerical integration

3.1 Comparison with published data and convergence analysis

First the lid driven cavity problem is solved. At low Re numbers one global vortex appear approximately at the centre of the domain. With increasing Re the complex structure of eddies near cavity corners evolve. The present MLSM solution of the problem is compared at three different Re=[100,1000,3200] numbers against three different solutions, namely, Mramor [33], Sahin [41] and Ghia [42]. In Figure 4 comparison of MLSM and Mramor in terms of mid-plane velocity profile \( v_y(p_x,0.5) \) is presented together with a MLSM contour plot of velocity magnitude for Re=3200 case.

![Contour plot of velocity magnitude for Re=3200 (left) and comparison of horizontal mid-plane velocity profile \( v_y(p_x,0.5) \) against recently published solution Mramor.](image)

Results, presented in Figure 4, are computed on a regularly distributed \( N=22801 \) (151x151) nodes with support domain of size 5, time step \( 0.5 \cdot 10^{-4} \), and relaxation parameter set to 1. In Figure 5 more precise spatial convergence in terms of maximal \( \nu_y \) on a range from \( N=121 \) (11x11) to \( N=315844 \) (562x562) uniformly distributed nodes is demonstrated. It can be seen that the Re=3200 case cannot be computed with less than \( N=6561 \) (81x81) nodes, otherwise, the results converge towards reference solutions. Note that the reference solutions do not represent the convergence behaviour and are added only for the sake of comparison. The tabular form of results is presented in Table 1. It can be seen that MLSM agree well with Sahin and Ghia while Mramor deviate a bit more. From Figure 4, Figure 5 and
Table 1 it can be concluded that the presented MLSM methodology provides accurate, convergent and stable results.

Figure 5: The maximal mid-plane velocity $\max \left( v_x (p_z, 0.5) \right)$ with respect to the number of computational nodes for different Re numbers. Blue, black and green lines stand for reference solutions Mramor, Sahin and Ghia, respectively.

Table 1: Tabular comparison of MLSM against reference solutions in terms of positions and values of maximal and minimal $v_y$ mid-plane velocities ($p_x, v_y$).

<table>
<thead>
<tr>
<th>RE</th>
<th>MLSM</th>
<th>Mramor</th>
<th>Sahin</th>
<th>Ghia</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\max (v_y)$</td>
<td>$\min (v_y)$</td>
<td>$\max (v_y)$</td>
<td>$\min (v_y)$</td>
</tr>
<tr>
<td>100</td>
<td>(0.2367, 0.1790)</td>
<td>(0.2379, 0.1788)</td>
<td>(0.2354, 0.1809)</td>
<td>(0.2344, 0.1752)</td>
</tr>
<tr>
<td>1000</td>
<td>(0.1584, 0.3754)</td>
<td>(0.1665, 0.3560)</td>
<td>(0.1573, 0.3769)</td>
<td>(0.1563, 0.3709)</td>
</tr>
<tr>
<td>3200</td>
<td>(0.0961, 0.4270)</td>
<td>(0.1000, 0.3861)</td>
<td>(0.0972, 0.4324)</td>
<td>(0.0938, 0.4276)</td>
</tr>
<tr>
<td>100</td>
<td>(0.8096, -0.2524)</td>
<td>(0.8102, -0.2526)</td>
<td>(0.8127, -0.2560)</td>
<td>(0.8047, -0.2453)</td>
</tr>
<tr>
<td>1000</td>
<td>(0.9093, -0.5233)</td>
<td>(0.9070, -0.5082)</td>
<td>(0.9087, -0.5284)</td>
<td>(0.9100, -0.5263)</td>
</tr>
<tr>
<td>3200</td>
<td>(0.9466, -0.5526)</td>
<td>(0.9471, -0.5290)</td>
<td>(0.9491, -0.5691)</td>
<td>(0.9453, -0.5405)</td>
</tr>
</tbody>
</table>
To increase confidence into the MLSM solution procedure additional tests are performed on a backward-facing step problem. In Figure 6 the MLSM solution of the backward-facing step problem at Re=800 on 6615 uniformly distributed nodes is presented in terms of velocity magnitude contour plot. Note that although the computation is done for \( p_x=[0,15] \) figure is, for the sake of better presentation, limited to \( p_x=[0,10] \). Furthermore, on Figure 7 a comparison of vertical velocity profiles solved by MLSM and reference data [36] is presented.

Figure 6: Velocity magnitude contour plot for backward-facing step problem.

Figure 7: Comparison of vertical velocity profiles at \( p_x=7 \) and \( p_x=15 \) for backward-step facing problem.

### 3.2 Computations on irregular nodal distributions

Next analysis is focused on the impact of support domain deformation on the computation efficiency. To test MLSM behaviour, a randomized nodal distribution is used, i.e. the initially uniformly distributed nodes are translated by random offsets

\[
p_i \leftarrow p_i + Dr\Delta p ,
\]

where \( r = (r_x, r_y) \) is vector of random numbers within \([-1,1]\), \( D \) is deformation magnitude, \( p_i \) is position of \( i \)-th node, and \( \Delta p \) is spatial step of original uniform nodal distribution. In Figure 8 contour plots of maximal horizontal cross-section
velocity computed on $N_D = 10^4$ nodes with respect to the deformation magnitude and number of support nodes for different weight parameters is presented.

![Graphs showing maximal horizontal cross-section velocity with respect to deformation magnitude and number of support nodes for different weight parameters.](image)

Figure 8: The maximal horizontal cross-section velocity with respect to deformation magnitude and number of support nodes for different weight parameters.

It can be clearly seen that increasing the deformation gravely affects the results, especially; when the support is small, i.e. small number of nodes influences the approximation function, as a consequence of a small number of support nodes and/or the small weight parameter. With a small support domain MLSM starts to diverge already at deformation $D=0.1$. Increasing the support, i.e. increasing the weight parameter as well as number of support nodes, improves results. Figure 8 serves mainly to determine the stability limit for given setup, where the instable setups are represented with zero values, shown as white areas on the figure. More quantitative representation of phenomenon is presented in Figure 9, where it can be also seen that the wider supports result in a lower velocities due to the fact that WLS
approximation with wide support domains fails to capture all the details in the field, which introduces additional approximation error. The impact of the time step on results for different discretizations and weight parameters with $N_s = 15$ is also presented in Figure 9, where the stability limit due to the explicit stepping can be clearly seen.

![Figure 9](image)

Figure 9: The impact of nodal deformation on the performance of the method with respect to the support domain size and weight parameter (left) and the impact of the time step, weight parameter and number of computational nodes on the results (right).

The number of support nodes influences the computational time since the generation of shape functions can be estimated to complexity $O(N_s^3)$ and the evaluation of partial operators to $O(N_s)$. In many practical cases, when temporal loop presents majority of the execution time, the construction of shape function can be considered as a pre-process. In such cases the execution time and memory consumption are linearly dependant on the support size.

From above results a general conclusion can be drawn, namely, increasing the support domain stabilizes the MLSM with respect to the nodal deformation, at the cost of accuracy and computational complexity. Ultimately, a setup with $\sigma = 0.75$ and support size of 15 nodes is chosen as a reasonable trade-off between stability, accuracy and computation cost that provides stable results on nodal distribution up to $D=0.3$ that corresponds to the $C=0.54$.

To finally confirm the MLSM performance convergence plots for lid driven cavity and BFS problems at $Re=100$ are presented for regular and irregular nodal distributions in Figure 10. We can see that for both problems MLSM shows convergent behaviour. It can be also seen that, when working with low number of
nodes, irregularity of nodal distribution destabilizes computations. However, the problem diminishes with increasing the number of nodes. For both problems approximately $10^4$ nodes suffices for stable solution on regular as well as irregular nodal distributions.

Figure 10: $\max\left(v_y(p_x,0.5)\right)$ for lid driven problem (left) and $\max\left(v_x(p_x,7)\right)$ for backward facing step problem (right) with respect to the number of nodes and deformation of nodal distribution.

Previous analyses confirmed that MLSM with support size 15 is stable up to $C=0.54$ and that we can build a nodal distribution within a randomly generated domain with $C$ of order 0.75. Although the quality of generated domain depends on the input geometry, the difference between the stability limit and the quality of the generated domain is high enough for practical computations. This is confirmed by applying the presented methodology on lid driven cavity problem in different irregular domains. In Figure 11 solution of a Re=1000 case problem solved in domain filled with uniformly distributed circular obstacles and in Figure 12 in domain filled with randomly distributed circular obstacles are presented. On all figures computational nodes are marked with white dots, boundary nodes with black dots while velocity field is represented with velocity magnitude contour plot.
Figure 11: Solution of lid driven problem in a domain filled with uniformly distributed circular obstacles: left 30 obstacles, right 72 obstacles.

Figure 12: Solution of lid driven problem in a domain filled with randomly distributed circular obstacles: left 20 obstacles, right 50 obstacles.

4 Conclusions

In this paper it is demonstrated that MLSM coupled with a local pressure-velocity, and a local nodal positioning algorithm can effectively solve Navier Stokes problem in complex domains. The solution procedure is first tested on an uniform domain for lid driven cavity problem at Re=[100,1000,3200] with good agreement with published data as well as good convergence achieved. The solution procedure is further tested also on backward facing step problem at Re=800, again good agreement with published data is demonstrated. The numerical approach is finally applied on the domain filled with randomly generated holes. It is demonstrated that presented MLSM with five monomials and support size of 15 with WLS used for
construction of shape functions can effectively solve such problems. This conclusion is supported with several analyses.

The complete locality of the introduced numerical scheme has several beneficial effects. One of the most attractive is the simplicity since it could be understood as a generalized FDM method. The presented methodology is relatively simple to understand and implement, which makes it potentially powerful tool for engineering simulations. Besides simplicity and straightforward implementation, there are many opportunities to fully exploit modern computer architectures through different parallel computing strategies [25, 43-46]. More detailed comparison of MLSM, FEM and FDM also in context of implementation and parallel execution performances can be found in [20].

Future work will be focused on implementation of more complex physical models, more detailed analysis of MLSM application on complex 3D domains.
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